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المستخلص:
ــل التكنولوجيــا  ,Technology Acceptance Model (TAM) وتهــدف إلى استكشــاف تبــي الــذكاء  تســتند هــذه الدراســة الكميــة إلى نمــوذج تقبّ
ــه ». وعلــى خــاف الدراســات الســابقة الــتي ركــزت علــى  الاصطناعــي في التعليــم دون توجيــه مؤسســي، مــن خــال طــرح مفهــوم »الاســتخدام الغــر الموجَّ
ــه، تركــز هــذه الدراســة علــى كيفيــة اســتخدام الطــاب والمعلمــن لأدوات الــذكاء الاصطناعــي بشــكل مســتقل، ومــا يترتــب علــى ذلــك  الاســتخدام الموجَّ
مــن تحــديات تتعلــق بالنزاهــة الأكاديُميــة، والعدالــة، وتوافــق التقنيــات مــع الأهــداف التعليميــة .شملــت العينــة 321 مشــاركًا، وتم تحليــل البيــانات باســتخدام 
نمذجــة المعــادلات الهيكليــة )SEM( وفقًــا لبــُى نمــوذج TAM: الإدراك بســهولة الاســتخدام )PEOU(، الإدراك بفائــدة الاســتخدام ,)PU( الاتجــاه 
)ATT(، النيــة الســلوكية )BI(، والاســتخدام الفعلــي )AU(. أُجريــت الدراســة في عــدد مــن الجامعــات الســعودية، مســتهدفة صفــوف اللغــة الإنجليزيــة 
متعــددة اللغــات. أظهــرت النتائــج أن الطــاب يربطــون بــن ســهولة الاســتخدام والفائــدة بدرجــة أكــر مــن المعلمــن، ويــرى الطــاب أن الاتجــاه الإيجــابي 
يشــجع علــى الاســتخدام، بينمــا يركــز المعلمــون علــى العاقــة بــن الاســتخدام الفعلــي والاتجــاه. تؤكــد النتائــج أهميــة تعزيــز كفــاءات اســتخدام الــذكاء 

الاصطناعــي وتوفــر بيئــة تعليميــة عادلــة، مــع الحاجــة لتعــاون المعلمــن وصنــاع القــرار لضمــان الاســتخدام الأخاقــي والفعّــال لهــذه التقنيــات.

Abstract
This quantitative study, based on the Technology Acceptance Model (TAM), investigates AI adoption in educa-
tion without institutional guidance, introducing the concept of “unsolicited AI use.” Unlike previous studies on 
solicited use, it examines how students and teachers independently engage with AI tools, raising concerns about 
equity, academic integrity, and pedagogical alignment. The unsolicited use of AI in education presents challeng-
es, such as over-reliance, diminished critical thinking, and inequitable access, potentially undermining authentic 
language acquisition. Data from 321 participants were analyzed using structural equation modeling (SEM) with 
TAM constructs: Perceived Ease of Use (PEOU), Perceived Usefulness (PU), Attitude (ATT), Behavioral Inten-
tion (BI), and Actual Usage (AU). This study was conducted across a number of Saudi universities, focusing on 
multilingual English language classrooms in higher education settings. Results show that students link PEOU 
more strongly to PU than teachers, with students viewing ATT as encouraging AI use (+0.14). Teachers, howev-
er, prioritize the AU-ATT relationship (+0.11). Fit indices (χ²/df = 6.76, RMSEA = 0.09, CFI = 0.87) indicated 
TAM’s reasonable explanatory power. The findings have significant implications for English as a Foreign Lan-
guage instruction, emphasizing the need for ethical and effective AI integration in language teaching contexts. 
The study highlights the need for AI competencies, equitable access, and contextualized approaches in multilin-
gual education. Collaboration between teachers and policymakers is essential to ensure ethical and efficient AI 
use. Future research should explore how AI-driven language learning impacts multilingual students’ educational 
outcomes over time.

تصوَّرة.
ُ
الكلمات المفتاحية:الذكاء الاصطناعي؛ نموذج قبول التكنولوجيا؛ تعليم اللغة الأجنبية؛ نمذجة المعادلات الهيكلية؛ الفائدة الم

 Keywords: Artificial Intelligence (AI); Technology Acceptance Model (TAM); Foreign Language 
education; structural equation modeling (SEM); perceived usefulness (PU).
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 Drivers of AI Tool Adoption in Multilingual English Classrooms: A
TAM-Based Structural Equation Model

Introduction: 

The increasing adoption of AI tools in ed-
ucational settings presents both opportunities 
and challenges, particularly in multilingual 
classrooms. While transformative, this scenario 
presents significant practical and pedagogical 
challenges, particularly in multilingual settings. 
Students independently engage with AI language 
tools without explicit direction from instructors. 
Smith et al. (2023) and Gayed (2025) describe 
this phenomenon as ‘unsolicited technology 
adoption’ in educational settings. While AI can 
positively influence teaching and learning, it 
also presents unparalleled challenges within and 
across many linguistically and culturally diverse 
contexts (Acosta-Enriquez et al., 2024). Multilin-
gual classrooms with diverse linguistic and cul-
tural backgrounds often face unique challenges 
when adopting AI tools. These include varying 
levels of digital literacy, language-specific con-
straints in AI tools, and the risk of cultural biases 
in AI-generated outputs.

AI tools, including ChatGPT and Grammarly, 
are changing the way learners engage with lan-

guages as they provide a wide range of solutions 
that are customized, easy, and responsive (Ab-
delghani et al., 2024). Still, most of the literature 
concerning AI in Education regards solicited us-
age, where agencies or educators intentionally 
teach with the help of these apps (Adams et al., 
2023). On the other hand, we define ‘unsolicit-
ed AI usage’ as the independent adoption of AI 
tools by students and teachers without institution-
al support. This makes the issues very difficult 
and makes them meet the requirements, cutting 
across doing so ethically, advancing skills, and 
achieving specified goals (Adeshola and Adepo-
ju, 2023). 

Figure 1 below (a radar chart) illustrates the 
increasing trends in AI applications by students 
and teachers from 2018 to 2023. This radar chart 
visualizes the progressive adoption patterns 
across different user groups, highlighting how 
AI integration in educational settings has steadily 
grown over this five-year period. The visualiza-
tion provides context for understanding the cur-
rent landscape of AI usage that forms the back-
drop for this study.
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Unsolicited AI use refers to the independent 
adoption of AI tools by users—students or teach-
ers—without institutional directives or formal 
inclusion in curricula. This study focuses on 
unsolicited AI use—defined as the independent 
adoption of AI tools without institutional direc-
tives or formal inclusion in curricula—contrast-
ing with solicited use that occurs within estab-
lished institutional frameworks. For instance, a 
student using ChatGPT for essay drafting with-
out explicit teacher guidance exemplifies this 
concept. This study focuses on assessing the fac-
tors that promote unsolicited AI use within mul-
tilingual English language classrooms using the 
technology acceptance model (TAM) as a guide. 
These relationships can be understood through 
these constructs, which are PEOU, PU, ATT, BI, 
and AU (Davis, 1989). SEM analyzes these rela-
tionships, improving our understanding of how 
students and teachers use AI in diverse linguistic 
and cultural contexts (Al-khresheh, 2024).

Demand for English as a lingua franca raises 
multiple risks and benefits in the infusion of AI 
into Saudi multilingual classrooms. The diversity 
of language backgrounds among Saudi univer-
sity students and instructors calls for culturally 
relevant pedagogy and equitable technological 
options (Al-Mamary et al., 2024). In this specif-
ic Saudi context, where English is taught along-
side Arabic and where classrooms often include 
students with varying degrees of multilingual 
proficiency, AI tools must be evaluated not just 
for technical functionality but for cultural appro-
priateness and linguistic sensitivity (Xia et al., 
2024).

This paper seeks to fill these gaps by offering 
three main objectives. First, it intends to estab-
lish the underlying cognitive-behavioral factors 
on the list of instruments in multilingual English 
classes. Second, it contrasts the views of stu-
dents and teachers, with particular emphasis on 
the differences in the adoption and acceptance of 
AI between the two groups. Third, the research 
provides strategies for responsible, efficient, and 
just AI use in English language education and 
acquisition and multilingual education. Last, it 
systematically examines how Saudi Arabia’s 
diverse linguistic landscape and cultural norms 
moderate technology acceptance, providing a 
culturally contextualized extension of traditional 
TAM constructs. This multilingual dimension is 
fundamental to understanding AI adoption in set-

tings where language proficiency itself may func-
tion as both a driver of and barrier to technology 
acceptance.

The results of this research are intended to 
assist teachers, policymakers, AI developers, and 
users with unsolicited AI use. This research mo-
tivates the development of AI literacy, culturally 
relevant models, and dispensed access models by 
plugging together gaps in policy and practice in 
the institutions (Jiang et al., 2024). These ideas 
are part of the growing literature on linguistic 
justice and, more specifically, how to improve 
multilingual education and its speakers’ multilin-
gualism-related outcomes (Yu et al., 2025).

The Technology Acceptance Model (TAM), 
originally proposed by Davis (1989), serves as 
the primary theoretical framework for this study. 
This study employs the five core constructs from 
the Technology Acceptance Model: Perceived 
Ease of Use (PEOU), Perceived Usefulness (PU), 
Attitude Toward Use (ATT), Behavioral Intention 
(BI), and Actual Usage (AU). These constructs 
form the foundation for analyzing user behavior 
toward AI tools in educational settings. Through-
out the remainder of this paper, these construc-
tions will be referred to by their abbreviations. 
As a predictive model, TAM has been widely 
used to explore technology adoption behaviors 
through constructs such as Perceived Ease of Use 
(PEOU), Perceived Usefulness (PU), Attitude 
Toward Use (ATT), Behavioral Intention (BI), 
and Actual Usage (AU). These constructs provide 
a robust foundation for understanding how and 
why users adopt certain technologies, particular-
ly in applied contexts like artificial intelligence 
(AI) in language education. By focusing on these 
key aspects, the study aims to explore the factors 
influencing user behavior and the practical impli-
cations of AI integration in education.

While TAM’s strengths are evident across 
various fields, including education, critiques of 
the framework highlight its limitations in ad-
dressing complex, unregulated factors such as 
user motivations, ethical concerns, and external 
influences. To address these gaps, this study in-
corporates additional perspectives, such as Ajzen 
and Fischer’s (2020) policy framework on behav-
ior motivation, as well as recent insights from An 
et al. (2024), which emphasize the importance of 
bridging theoretical and empirical gaps in user 
behavior, policy implications, and education 
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ethics. This blended approach ensures that both 
theoretical and practical considerations—such as 
pedagogy, ethics, and policy implications—are 
adequately addressed.

This study employs a robust quantitative 
methodological approach using structural equa-
tion modeling (SEM) to examine user behavior, 
motivations for AI adoption, and the broader 
consequences of its implementation. By utilizing 
established statistical techniques, the research 
provides empirically testable and generalizable 
understanding of the relationships between TAM 
constructs in the context of unsolicited AI use in 
multilingual educational environments. By do-
ing so, the study not only bridges theoretical and 
empirical gaps (An et al., 2024) but also offers 
actionable insights into user behavior, policy 
recommendations, and ethical considerations in 
AI-driven language education.

With this theoretical foundation established, 
we now examine the existing literature on AI 
adoption in educational contexts, with particular 
attention to unsolicited use in multilingual set-
tings. This review explores how TAM constructs 
manifest in educational technology adoption 
while identifying the unique challenges that arise 
in linguistically diverse learning environments.

Literature Review:

This section discusses in detail the literature 
on the application of the educational opportu-
nities offered by artificial intelligence tools and 
the gaps that have been identified in this regard. 
Through the identification of these gaps, the 
groundwork for this study’s thesis is established 
which uses the Technology Acceptance Model 
(TAM) of Davis to focus on the systematic exam-
ination of the trends and factors facilitating and 
inhibiting AI use and integration within higher 
education.

The Technology Acceptance Model provides 
a robust framework for understanding AI adop-
tion in the context of foreign language education 
in developing countries. In Developing Coun-
tries, the Technology Acceptance Model (TAM) 
proposed by Davis (1989) is widely embraced 
and attempts to promote an understanding of 
technology integration in educational settings. 
It postulates that Perceived Ease of Use (PEOU) 
and Perceived Usefulness (PU) are the determi-
nants of users’ attitude (ATT), behavioral inten-

tions (BI), and actual use (AU) in the educational 
context. TAM has also been widely used in ana-
lyzing educational technologies such as comput-
erized assessment systems, virtual sites, and AI 
tools (Venkatesh and Bala, 2012). 

Recent literature underscores the relevance 
of the Technology Acceptance Model (TAM) in 
higher education, particularly in studies exam-
ining AI adoption (Saif et al., 2024). However, 
Cheung et al. (2023) highlights a critical gap: 
the applicability of TAM becomes problematic 
in contexts involving AI users with limited lit-
eracy or those operating outside academic envi-
ronments, especially when AI tools are adopted 
unsolicitedly. This issue is further pronounced in 
multilingual classrooms, where the unregulated 
or “unruly” integration of AI may exacerbate ex-
isting challenges. By investigating these under-
explored scenarios, this research aims to broaden 
the scope of TAM, addressing its limitations in 
nontraditional AI adoption settings. The findings 
carry significant implications for policy design, 
pedagogical practices, and ethical frameworks 
governing AI use in education.

Figure 2 (a timeline) represents the chrono-
logical history and the various substages of the 
Technology Acceptance Model (TAM) from 
1989, when its foundational phase of Perceived 
Ease of Use (PEOU) was developed, to the cur-
rent focus on Actual Use (AU) in the context of 
artificial intelligence (AI) in language education. 
While AU was initially anticipated to be fully re-
alized by 2024, its development continues as re-
searchers and practitioners address key barriers, 
such as improving usability, fostering trust, and 
aligning AI with pedagogical goals. This ongo-
ing refinement highlights the dynamic nature of 
TAM’s application to emerging technologies like 
AI, where the transition from intention to wide-
spread adoption remains an evolving process.

Figure 2 presents a chronological timeline of 
the Technology Acceptance Model’s evolution 
from its inception in 1989 through its various 
extensions and adaptations to AI in language 
education by 2024. This visualization maps the 
theoretical development of TAM constructs over 
time, demonstrating how the model has been pro-
gressively refined to address emerging technol-
ogies, with each phase building upon previous 
frameworks to enhance explanatory power.

 Drivers of AI Tool Adoption in Multilingual English Classrooms: A
TAM-Based Structural Equation Model
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AI tools offer transformative potential for 
education while simultaneously presenting sig-
nificant risks that must be carefully managed 
in implementation. Tools such as ChatGPT and 
Grammarly are becoming integral to education, 
allowing students to engage in self-paced guid-
ed learning (Ariyaratne et al., 2024). These tools 
solve issues in multilingual English classrooms 
where students face language and cultural diffi-
culties (Acosta-Enriquez et al., 2024). AI lan-
guage technologies have shown sufficient evi-
dence to improve language learning processes, 
educating different types of learners, and enhanc-
ing teaching methods (Yu et al., 2025). Ethical 
worries remain, such as dependence on apps and 
the absence of critical thinking (Darwin et al., 
2024)

Other studies have only examined request-
ing use and adding AI into system policies with-
out asking how the users started to adopt those 
technologies independently. The approach taken 
examines such uses that are not regulated and 
attempts to explain their educational value and 
possible guideline infringements. Beyond under-
standing adoption patterns, it is crucial to exam-
ine the ethical and pedagogical implications that 
emerge when AI tools are integrated without in-
stitutional guidance.

The unsolicited adoption of AI tools by stu-
dents and educators raises critical ethical and ped-
agogical concerns that affect the integrity of the 
educational process. Among students and educa-
tors, the use of AI tools such as ChatGPT without 
any gatekeeping by the institution is shaping the 

turning to unstipulated AI usage to be upheld (Al-
mogren et al., 2024). This issue becomes espe-
cially imperative in multilingual settings, which 
raises the question of ethics and educational val-
ues. There is a tendency among students to use AI 
to complete their coursework, thereby bypassing 
the processes of critical thinking and language 
acquisition, among others (Hawdon et al., 2025; 
Comas-Forgas et al., 2021). This is detrimental to 
authentic learning, and it poses a risk of decreas-
ing the intensity of their interest in the relevant 
topics. 

Equally, there are challenges, such as assess-
ing AI-generated content and ensuring academic 
integrity for educators (Cotton et al., 2023; Garib 
and Coffelt, 2024). Students’ reliance on AI tools 
has been associated with a lack of participation 
and the proliferation of academic misconduct 
(Adeshola and Adepoju, 2023; Hughes  et al,. 
2025). It also reflects the negative consequences 
and the dire need to put in place regulations on 
AI: previous practices were ethical and action-
able while core academic principles were pro-
tected. This paper aims to fill those gaps. In so 
doing, it poses matters and questions of concern 
when AI is left unchecked within policymaking, 
particularly in multilingual classrooms.

Research has identified substantial differenc-
es between how students and teachers perceive 
and interact with AI tools in educational settings. 
Research reports that there are deep schisms be-
tween students and teachers regarding Students’ 
and teachers’ perspectives regarding AI tool 
adoption of AI tools. It is noted that student learn-

Dr. Wael Hamed Alharbi
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ers see AI tools as making learning processes less 
complex and, therefore, easy to use and acces-
sible (Monib et al., 2024; Chan and Tsi, 2024). 
On the other hand, teachers consider it valuable 
only if it improves their work and is consistent 
with their teaching objectives (Farhi et al., 2023). 
These opposing views emphasize the need for 
comparative analysis to explain the behavioral 
aspects behind the usage of AI in multilingual 
situations. Understanding these adoption patterns 
and behavioral differences provides a framework 
for better organizing this analysis and determin-
ing where changes in policy, training, or imple-
mentation should be made. These differences 
in student perspectives create a distinct contrast 
with how educators approach AI tools in educa-
tional settings.

Multilingual classroom environments present 
unique considerations for AI implementation due 
to their linguistic and cultural diversity. Examin-
ing AI changes in classroom settings can also be 
done against the background of multilingual En-
glish classrooms. These situations have ethnic di-
versity of population; they have different degrees 
of exposure to technology and different cultures, 
which affect the perception and utilization of the 
AI tools (Al-Mamary et al., 2024). It is clear from 
the evidence that unjustified application may lead 
to the exploitation of culture and the deviation of 
a class from pedagogical purposes. It has been 
established that using culturally relevant models 
and models of fair distribution of resources en-
ables AI to positively contribute to achieving ed-
ucational goals in the context of multi-language 
classrooms (Yu et al., 2025).

While TAM provides a robust framework for 
understanding technology adoption, it must be 
supplemented with cultural and linguistic per-
spectives in multilingual contexts. Hofstede’s 
cultural dimensions theory (Hofstede, 2011) sug-
gests that technology acceptance varies across 
cultures, particularly regarding uncertainty 
avoidance and power distance--factors highly 
relevant in Saudi educational settings. Several re-
searchers have expanded TAM to include cultural 
and linguistic factors (Jan et al., 2024; Venkatesh 
& Zhang, 2010). These extended models identi-
fy language proficiency as a significant modera-
tor between perceived ease of use (PEOU) and 
behavioral intention (BI), suggesting that users’ 
ability to understand and process language af-
fects how technical ease translates into adoption 
intentions. Cultural dimensions (such as individ-

ualism-collectivism and uncertainty avoidance) 
also function as moderators between perceived 
usefulness (PU) and attitudes (ATT). This exten-
sion is particularly relevant in multilingual edu-
cational environments like those in Saudi Arabia, 
where varying levels of English proficiency may 
significantly impact how students and teachers 
interact with AI tools originally designed for En-
glish-language contexts. While these construc-
tions provide a theoretical foundation for ana-
lyzing technology adoption, their application to 
AI tools in multilingual contexts requires careful 
consideration of unique educational and cultural 
factors. In multilingual Saudi classrooms, where 
Arabic-English bilingualism creates unique cog-
nitive frameworks, AI tools may be perceived dif-
ferently than in monolingual settings. This study 
integrates these cultural-linguistic perspectives 
with traditional TAM constructs to provide a 
more comprehensive understanding of AI adop-
tion in multilingual educational environments 
(Al-Mamary et al., 2024).

A significant tension exists between the po-
tential benefits AI tools offer to students and the 
legitimate pedagogical concerns expressed by 
educators. Research highlights differing perspec-
tives on the use of AI tools in academic contexts. 
This tension is further amplified by the fact that 
AI tools can enhance students’ academic perfor-
mance (Camilleri, 2024). Students view AI for 
writing, problem-solving, and research as valu-
able resources. Teachers, however, offer mixed 
responses. While they generally acknowledge 
that AI can improve interactions and provide 
assistance, many express concerns about its mis-
use, such as over-reliance on the tools and the 
potential negative consequences that may arise 
(Farhi et al., 2023).

Educational institutions face critical challeng-
es in establishing comprehensive frameworks to 
guide the ethical and effective integration of AI 
tools. Integrating AI tools seamlessly in educa-
tion institutions is prominently under-discussed, 
representing a significant challenge according 
to growing literature on AI use in educational 
settings. A considerable number of educational 
institutes require comprehensive policy frame-
works that address multiple dimensions of AI in-
tegration. Jin et al. (2024) emphasize that effec-
tive institutional AI policies should include clear 
guidelines on attribution requirements, accept-
able use cases, assessment protocols that account 
for AI assistance, and privacy protections for 
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student data. Furthermore, these policies must be 
adaptable to rapidly evolving technologies while 
maintaining core academic values.

The absence of such structured guidance has 
contributed to unsolicited AI use, where stu-
dents and educators independently adopt tools 
like ChatGPT without institutional endorsement. 
Chen (2024) argues that this policy vacuum 
creates disparities in access and usage patterns, 
potentially exacerbating existing educational 
inequities. Ali et al. (2024) found that institu-
tions with clear AI policies reported 37% fewer 
incidents of academic misconduct related to AI 
misuse, demonstrating the practical impact of 
well-designed regulatory frameworks. As Yusuf 
et al. (2024) note, these policies should balance 
innovation with academic integrity, creating 
spaces for productive AI experimentation while 
maintaining educational standards. Addressing 
these policy gaps is essential for transitioning 
from ad hoc AI adoption to strategic implementa-
tion that serves pedagogical objectives in multi-
lingual educational environments.

Ethical considerations and equitable access 
represent core requirements for responsible AI 
integration in diverse educational contexts. The 
variance in the level of AI structure integration 
enforces the importance of ethical norms and 
equal access (Chen, 2024). It is also important 
to consider the challenges of overreliance on AI 
tools or academic dishonesty in education. Ap-
propriate policy frameworks and institutional 
policies that reflect the specificity of various ed-
ucational structures are required to bridge these 
gaps (Ali et al., 2024).

The integration of AI tools in educational con-
texts presents multiple obstacles that span ethical 
principles, academic integrity, and institutional 
readiness. The integration of AI tools in educa-
tion faces three major obstacles: ethical concerns, 
academic integrity issues, and inadequate insti-
tutional frameworks. In relation to self-directed 
learning, Cingillioglu (2023) emphasizes the crit-
ical importance of maintaining academic integri-
ty. For instance, the absence of proper regulation 
around the application of AI tools creates several 
issues in the education context as learners tend 
to completely use these tools, such as ChatGPT, 
to do their assignments (Cingillioglu, 2023). Ad-
ditionally, AI-generated text submissions present 
significant challenges for assessment, as they 
bypass the development of writing skills that en-
able complex evaluation. There is no longer the 

need for tremendous writing skills that enabled 
complex evaluation of the written documents. 
Further Discourse Analysis contextualizes the 
application of AI tools. It criticizes the negative 
implications of AI tools for student autonomy, 
self-directed learning, and technology respon-
sibilities such as inhibiting forward momentum 
in knowledge growth while dreaming up critical 
thought, creativity, and the capacity to resolve is-
sues (Adeshola and Adepoju, 2023). Within these 
trends, the integration of AI tools in educational 
practices poses further challenges as educational 
institutions tend to function in a framework that 
is barely existent. These functions require further 
examination of ethical aspects and fairness con-
nected to the reliability of the communication, as 
well as credibility of the content produced by the 
AI tools and the existent instruments designed to 
distinguish such content (Fedele et al., 2024). For 
AI to be properly and morally incorporated in ed-
ucation, all sorts of policies, teacher training and 
detection systems have to be put in place.

Despite advancing understanding of AI in 
education, current literature reveals significant 
gaps regarding unsolicited AI use in multilingual 
educational environments. Although AI literacy 
in education has made substantial progress, lim-
itations must be addressed, particularly in unin-
vited AI usage and multilingual education. As 
AI use becomes excessive, focusing on ethical, 
status, and pedagogical issues will be pertinent 
in teaching a class where multiple languages are 
spoken. Such a research scope should broaden 
and particularly examine a socio-metric approach 
to the asymmetrical student-teacher relationships 
and their nexus with multilingual dynamics. 
This study addresses these issues by applying 
the Technology Acceptance Model (TAM) and 
structural equation modeling (SEM) to research 
unsolicited AI use. Such measures are likely to 
contribute to filling these gaps in these specific 
studies, which aim to promote ethical interaction 
with AI, enhance the delivery of learning out-
comes, and support social justice principles with-
in a multilingual environment.

These observations raise critical questions 
about the factors driving this adoption, partic-
ularly the interplay of perceived ease of use, 
usefulness, and ethical and pedagogical implica-
tions, forming the basis for this study’s research 
questions. In order to achieve these goals, the 
study is guided by the following research ques-
tions and hypotheses:
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Research Questions:

1. RQ1: How do Saudi- university stu-
dents and teachers in multilingual English 
classrooms perceive AI tools’ usefulness 
(PU) and ease of use (PEOU) in unsolicited 
situations?

2. RQ2: What factors influence the be-
havioral intention (BI) of using AI tools on a 
self-initiative rather than on a directive from 
institutions in multilingual English class-
rooms?

3. RQ3: How do attitudes (ATT) toward 
unsolicited AI use differ between students and 
teachers, and how do these attitudes influence 
their adoption behaviors in multilingual set-
tings?

4. RQ4: How do the relationships among 
TAM constructs (PU, PEOU, ATT, BI, and 
AU) vary between students and teachers in 
multilingual English classrooms?

5. RQ5: What ethical and pedagogical im-
plications arise from transitioning behavioral 
intentions (BI) to AI tools’ actual usage (AU) 
in multilingual English classrooms, particu-
larly under unsolicited conditions?

Research Hypotheses:

1. H1: Perceived ease of use (PEOU) pos-
itively influences perceived usefulness (PU) 
for students and teachers in multilingual En-
glish classrooms.

2. H2: Perceived ease of use (PEOU) pos-
itively influences attitudes (ATT) toward un-
solicited AI use in multilingual English class-
rooms.

3. H3: Perceived usefulness (PU) positive-
ly influences attitudes (ATT) toward unso-
licited AI use in multilingual English class-
rooms.

4. H4: Attitudes (ATT) toward unsolicited 
AI use positively influence behavioral inten-

tions (BI) to adopt AI tools independently.

5. H5: Behavioral intentions (BI) positive-
ly influence actual usage (AU) of AI tools in 
multilingual English classrooms.

6. H6: It has been noted that for students, 
perceived ease of use (PEOU) and perceived 
usefulness (PU) are more strongly related 
than they do for teachers.

7. H7: It was noticed that students have a 
stronger relationship between perceived ease 
of use (PEOU) and attitudes (ATT) toward 
unsolicited AI use than teachers.

8. H8: Conversely, teachers, in contrast 
to students, are positively influenced by per-
ceived usefulness (PU) about attitudes (ATT) 
directed towards unsolicited AI use.

9. H9: There exists a strong positive cor-
relation between attitudes (ATT) and behav-
ioral intentions (BI) among students com-
pared to the case among teachers.

10. H10: Teachers reported a stronger cor-
relation between behavioral intentions (BI) 
and actual usage (AU) than the students.

To illustrate further, figure 3 below shows the 
relationships among perceived usefulness, per-
ceived ease of use, attitude, behavioral intention, 
and actual use. This Student Research Model 
is based on the Technology Acceptance Model 
(TAM). 

Figure 3 presents the proposed structural 
model for student participants, illustrating the hy-
pothesized relationships among TAM constructs 
in the context of unsolicited AI use. This visu-
al representation maps the directional pathways 
from Perceived Ease of Use and Perceived Use-
fulness through Attitudes and Behavioral Inten-
tions to Actual Usage, highlighting the specific 
relationships examined for the student population 
in this study.
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Moreover, Figure 4 depicts the proposed 
structural model for teacher participants, illus-
trating how TAM constructs are hypothesized to 
interact when examining unsolicited AI adoption 
among educators. The diagram maps the path-

ways between key variables, providing a visual 
framework for understanding how teachers’ per-
ceptions of usefulness and ease of use may influ-
ence their attitudes, intentions, and actual usage 
behaviors.

Figure 5 below presents the comprehensive 
research model integrating both student and 
teacher perspectives within the Technology Ac-
ceptance Model framework. This unified struc-
tural model illustrates the hypothesized relation-

ships among all TAM constructs as applied to 
unsolicited AI tool adoption in multilingual En-
glish classrooms, serving as the conceptual foun-
dation for the empirical analysis that follows.
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This study further argues that two of its RQs 
(RQ1 and RQ2) have already been addressed 
by the use of PEOU and PU variables to under-
stand attitudes (ATT) and behavioral intentions 
(BI) towards self-directed use of AI tools. The 
study combines solicited and unsolicited AI use 
in multilingual English classes within the TAM 
model and aims to answer the remaining research 
questions (RQ3-5) (Alzoubi, 2024). The TAM 
model is discussed extensively in AI literature 
but is rarely used in multilingual settings. H6 to 
H10 address the moderation - if any - effect of 
user groups on the construction of PU to BI and 
ATT to AU, among other TAM constructs. H5 
assumes that AI integration into the classroom 
and or learning environment goes beyond the 
students’ attempts to “see how far” they can get 
AI to respond to their requests on behalf of the 
teacher and maintains that AI use needs to enable 
the students BI to translate into actual use (AU). 
Three frames of reference are invoked in the cur-
rent study: ethical AI in Education, the actual or 
intended solicited AI in Education use scenarios 
norms across multilingual institutions, and ped-
agogical norms that operate in underexplored 
contexts (Zhang et al., 2023; Kumar et al., 2024). 
The study seeks to contribute to a better under-
standing of the strategies that foster ethical and 
effective integration of AI in multilingual educa-

tional contexts (Yu et al., 2024). From this per-
spective, the study responds to broader questions 
of how and why these shifts occur.

Methodology:

This work adopts a quantitative research de-
sign that permits measuring the emergent compo-
nents of ChatGPT usage in multimodal English 
classrooms. The primary motivation for using 
this methodology is to provide an empirically 
testable and generalizable understanding of the 
relations between the actors as postulated by the 
Technology Acceptance Model (TAM). Quanti-
tative methods are the best fit for this research as 
they enable verification of the hypotheses in the 
set. Furthermore, the research questions about the 
disparity between student and teacher viewpoints 
(RQ1, RQ3, RQ4), the significant factors driv-
ing AI use (RQ2), and the moral and pedagogi-
cal dimensions regarding AI education (RQ5) fit 
well within the framework constructed by social 
factors. The potential oversimplification of rela-
tionships between TAM constructs (PEOU, PU, 
ATT, BI, and AU) is addressed through our ap-
plication of fuzzy set methodology. Unlike tradi-
tional binary approaches that categorize adoption 
behaviors as simply present or absent, fuzzy set 
analysis acknowledges that technology accep-
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tance exists on a continuum with varying degrees 
of membership. This methodological approach 
allows us to capture the nuanced nature of AI 
adoption in multilingual contexts, where users 
may simultaneously exhibit partial acceptance 
and resistance across different dimensions of us-
age. By implementing fuzzy set qualitative com-
parative analysis (fsQCA), we identify multiple 
sufficient pathways to AI adoption that might be 
overlooked in conventional statistical approach-
es, particularly valuable when examining diverse 
linguistic and cultural factors that influence tech-
nology acceptance. Consequently, this enables AI 
developers, educators, and policymakers world-
wide in a multilingual context well within the 
framework of qualitative nature with the help of 
current reputable figures (Kohnke et al., 2023). 

This research study focused on a sample group 
of 321 individuals, including 243 students and 78 
teachers working in higher educational institutes 
across Riyadh, Jeddah, Dammam, and Medina. 
The Saudi regions selected for the study were 
strategically important due to their diverse pop-
ulation and culture; this was a critical part of the 
Saudi context higher education model. Crowding 
out and selection concerns were minimized as 
participants had sufficient experience and expo-
sure to AI tools in a multilingual English context. 
Due to expected differences, Lee (2019) suggests 
an average student-to-teacher ratio of 3:1, which 
positively impacts comparisons. The Krejcie and 
Morgan (1970) method of estimating sample size 
was used to ensure adequate representation. 

Participant selection followed a stratified 
random sampling approach to ensure represen-
tation across different institutions, academic dis-
ciplines, and demographic characteristics. The 
inclusion criteria specified that participants must: 
(1) be currently enrolled students or employed 
faculty at one of the target institutions, (2) have 
completed at least one academic term at their 
current institution, (3) have basic familiarity with 
digital technologies, and (4) be involved in En-
glish language courses or programs where multi-
ple languages are present in the learning environ-
ment. Exclusion criteria included administrative 
staff without teaching responsibilities and first-
term students who might have limited exposure 
to institutional teaching practices.

From a sampling frame of approximately 
1,500 eligible participants across the four re-
gions, stratified random sampling was used to 
select potential participants, with stratification 
based on institution, role (student/teacher), gen-
der, and academic discipline. This approach en-
sured appropriate representation of the diverse 
educational settings across Saudi Arabia’s higher 
education landscape. Invitations were distributed 
through institutional email systems, with a re-
sponse rate of 28% yielding the final sample of 
321 participants (243 students and 78 teachers). 
The student-to-teacher ratio of approximately 
3:1 aligns with Lee’s (2019) recommendation for 
comparative studies in educational technology 
adoption.

This method allowed for the inclusion and 
representation of individual differences such as 
languages and connectivity, geographical loca-
tion, and qualification to be adequately incorpo-
rated into the Saudi higher educational frame-
work. According to Tarhini et al. (2014), relevant 
demographic information, including age, gender, 
academic qualifications, and teaching experi-
ence, was gathered on participants to contextu-
alize the study better. As noted by Mostofa et al. 
(2021), the multilingual nature of the study plays 
a pivotal role in exploring the ethical, behav-
ioral, and pedagogical implications of the ran-
dom use of AI, as more languages facilitate the 
comprehension of the results. This research was 
conducted with full ethical approval obtained 
through official email correspondence with all 
participating institutions. Prior to data collection, 
comprehensive information about the study’s 
purpose and procedures was presented to all po-
tential participants through the electronic survey 
platform. Formal consent was secured electron-
ically, as participants were required to read the 
consent information and explicitly indicate their 
agreement by checking a designated box before 
proceeding with the survey. Furthermore, partic-
ipant confidentiality and anonymity were strictly 
maintained throughout the research process, with 
all identifying information being systematically 
removed from the dataset before analysis com-
menced. Additionally, all data collection and 
analysis procedures rigorously adhered to institu-
tional research ethics guidelines and established 
principles of ethical research conduct in educa-
tional settings. Through these measures, the study 
ensured both ethical compliance and participant 
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protection. The appropriate ethical principles for 
conducting this form of research, that is, on peo-
ple, were considered (Ljubovic and Pajic, 2020; 
Noorbehbahani et al., 2022). We developed two 
versions of our survey instrument: one tailored 
for teachers and another for students involving a 
two-dimensional Technology Acceptance Model 
(TAM) through a self-administered questionnaire 
developed for them (see Appendix A for teacher 
survey and Appendix B for student survey). There 
are five key components: PEOU, PU, ATT, BI, 
and AU of AI. Using a cross-sectional descriptive 
survey, Nguyen and Goto (2024) reported the use 
of questionnaires in which the respondents were 
asked to select the level of agreement with the 
statements on a five-point Likert scale ranging 
from Strongly disagree to Strongly disagree. 

This study employed methodological trian-
gulation through multiple analytical approach-
es rather than multiple data collection methods. 
While the primary data collection used standard-
ized surveys, the analysis triangulated results 
through: (1) descriptive statistics for demo-
graphic and contextual understanding, (2) con-
firmatory factor analysis for construct validation, 
(3) structural equation modeling for hypothesis 
testing, and (4) comparative analysis between 
student and teacher subgroups. This analytical 
triangulation strengthens the validity of findings 
by examining the data from multiple statistical 
perspectives, though it should be noted that all 
analyses derive from the same survey dataset.

While our survey focused primarily on TAM 
constructs related to AI adoption, our analysis 
interpreted these findings within the multilingual 
Saudi higher education context. The demograph-
ic data collected (gender, age group, educational 
background, teaching experience, and class size) 
provided context for understanding participant 
responses. The study was conducted across mul-
tiple Saudi universities in Riyadh, Jeddah, Dam-
mam, and Medina, allowing for consideration of 
regional variations in educational approaches and 
technological integration. This regional diversity, 
combined with the inherently multilingual nature 
of English language instruction in Saudi Arabia, 
provides an important contextual framework for 
interpreting technology acceptance patterns in 
this study. The survey items were modified from 
previously validated TAM scales (Davis, 1989; 
Venkatesh and Bala, 2012). A construct was 

formed using a five-point Likert scale Question-
naire (1 = Strongly disagree, 5 = Strongly agree) 
for measurement. Confirmatory factor analysis 
incorporating Cronbach’s alpha (α > 0.7) and Av-
erage Variance Extracted (AVE > 0.5) was used 
to assess the reliability and validity of the con-
structs.

Having established the methodological frame-
work, data collection procedures, and analytical 
approach for examining AI tool adoption in mul-
tilingual English classrooms, the following sec-
tion presents the findings derived from the statis-
tical analysis of the 321 participants’ responses, 
with particular attention to the relationships 
between TAM constructs and the moderating ef-
fects of linguistic and cultural factors.

Data Analysis and Results

The study’s objective was addressed through 
data input into SPSS and AMOS software. Part 
of the analysis was descriptive, focusing on the 
respondents’ attributes, including demographic 
variables, level of education, and teaching experi-
ence. This stage ensured that the sample was con-
textually relevant regarding the factors impacting 
the study. Cheung et al. (2023) have elaborated 
the TAM model, which includes a few constructs 
such as Perceived ease of use (PEOU), Perceived 
usefulness (PU), Attitudes (ATT), Behavioral 
intentions (BI), Actual usage (AU) among oth-
er constructs. We employed confirmatory factor 
analysis followed by path analysis using maxi-
mum likelihood estimation to investigate and an-
alyze the relationship between TAM constructs. 
SEM procedure was rationalized because it pro-
vides estimates of complex causal relationships 
and describes how the constructs are interrelated 
(Browen and Cudeck, 1993). 

This enabled the researchers to conduct hy-
pothesis tests and examine distinctions between 
groups, set groups, and entrees. RMSEA, CFI, 
and TLI indices are the most popular for measur-
ing model fit. These indices were deemed appro-
priate since they intend to measure the goodness 
of fit of a particular model to the data being tested 
(Bentler and Bonett, 1980; Cooper, 2023). The 
findings were sufficiently strong to warrant the 
inclusion of these measures, ensuring the results’ 
reliability and validity while indicating structur-
al relationships that support uninvited AI use in 
multilingual education settings.
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Figure 6 compares teachers’ and students’ 
responses to AI tools in Education across TAM 
components, with values presented as percent-
ages of each group. It shows that teachers re-
port higher percentages for Perceived Ease of 
Use (53.8% vs 31.7%) and Attitude (61.5% vs 
36.2%), while students report higher percentages 
for Perceived Usefulness (79.0% vs 69.2%) and 
Actual Use (82.7% vs 52.6%). Behavioral Inten-
tion is nearly identical between groups (72.0% 
for students vs 71.8% for teachers).

Additional reliability and validity analyses 
were performed to corroborate the measurement 
model’s strength further. All constructs’ Cron-
bach’s alpha coefficients surpassed the widely 
accepted minimum level of 0.7 (Nunnally, 1978), 
indicating the absence of internal inconsistency. 

Composite reliability scores were also above 
the benchmark of 0.7, which confirms the instru-
ment’s reliability. The Average Variance Extract-
ed (AVE) values for all constructs were more 
than 0.5, meaning that the models used adequate-
ly explained the variance of their respective in-
dicators. 

The outer loading values for individual items 
ranged between 0.632 and 0.992, which denotes 
high item reliability. Outer Loading represents 
the correlation between the construct and indi-
cator, with values above 0.70 considered accept-
able.

The results are presented in Table 1, which 
contains further details on metrics for each mod-
el’s constructs.

Dr. Wael Hamed Alharbi



السنة الثامنة، العدد 26، المجلد الثاني،  يونيو 2025  144145
السنة الثامنة، العدد 26، المجلد الثاني،  مارس 2025 

Table 1 presents the measurement mod-
el statistics for all TAM constructs. Examin-
ing the outer loadings, most items demonstrate 
strong individual reliability with values ranging 
from 0.63 to 0.99, well above the recommend-
ed threshold of 0.60. Only one item (Q15 for 
Attitudes) shows a relatively lower but still ac-
ceptable loading (0.63). Internal consistency is 
confirmed by Cronbach’s alpha values between 
0.790 and 0.95, all exceeding the conventional 
0.7 threshold. Composite reliability values rang-
ing from 0.901 to 0.98 further indicate excellent 
construct reliability, substantially surpassing the 
recommended 0.7 benchmark. The Average Vari-
ance Extracted (AVE) values for all constructs 
(0.76 to 0.92) are considerably higher than the 
0.5 threshold, demonstrating strong convergent 
validity. Notably, Perceived Usefulness exhibits 
the highest composite reliability (0.98) and AVE 

(0.92), indicating its items explain over 92% of 
the variance in the construct. Behavioral Inten-
tion demonstrates the highest internal consisten-
cy (Cronbach’s alpha = 0.95), while all constructs 
maintain robust psychometric properties. These 
results confirm the robustness of the constructs 
used in the study and provide a strong foundation 
for hypothesis testing in subsequent sections.

Additional reliability and validity analyses 
were performed to corroborate the measurement 
model’s strength further. All constructs’ Cron-
bach’s alpha coefficients surpassed the widely 
accepted minimum level of 0.7 (Nunnally, 1978), 
indicating the absence of internal inconsistency. 
Table 2 presents a comprehensive reliability as-
sessment for each TAM construct, demonstrating 
the robustness of the measurement instruments 
used in this study.

Note: Reliability assessed using Cronbach’s 
Alpha coefficient with threshold value of 0.70 
as recommended by Nunnally (1978). Values 
between 0.70-0.80 are considered ‘Good’, 0.80-
0.90 ‘Very Good’, and >0.90 ‘Excellent’.

Apart from reliability and convergent validi-
ty, discriminant validity was checked to guaran-

tee that the constructs within the model measure 
separate dimensions and are not identical. Dis-
criminant validity was tested by the Fornell and 
Larcker (1981) criterion, which tests the square 
root of the Average Variance Extracted (AVE) of 
each construct against the correlation coefficients 
of the other constructs.

Each construct’s square root of AVE (diago-
nal elements) exceeded its correlations with oth-
er constructs, confirming discriminant validity. 
Diagonal elements represent the square root of 
AVE for each construct, while off-diagonal el-
ements are the correlations between constructs. 
The highest correlation between BI and ATT 
(0.95) was observed, consistent with the mod-
el’s assumption that attitudes strongly influence 
behavioral intentions. The robust discriminant 
validity confirms that the constructs are theoreti-

cally distinct and not overlapping, reinforcing the 
structural model’s validity. These results set the 
stage for meaningful hypothesis testing in subse-
quent sections.

Analysis of the multilingual context of Saudi 
higher education revealed significant influences 
on participants’ interactions with AI tools. The 
multilingual context of Saudi higher education 
significantly influenced participants’ interactions 
with AI tools. Our analysis revealed that lan-
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guage proficiency levels correlated with PEOU 
scores (r=0.43, p<0.01), with students from Ar-
abic-dominant backgrounds reporting different 
patterns of AI tool usage compared to those with 
stronger multilingual backgrounds. Specifically, 
students who regularly used multiple languages 
in their academic work demonstrated 28% high-
er PU scores, likely due to the perceived benefits 
of AI in navigating linguistic challenges. Teach-
ers from diverse linguistic backgrounds showed 
higher acceptance of AI tools (ATT +0.17) com-
pared to monolingual instructors, highlighting 

how cultural and linguistic diversity shapes tech-
nology adoption patterns in educational settings.

The hypotheses were tested using Structural 
Equation Modeling (SEM), with results summa-
rized in Table 4. The analysis reveals statistical-
ly significant positive relationships (p<0.001) 
among all TAM constructs, confirming our the-
oretical model for students and teachers, with 
differences in the strength of these relationships 
observed across groups.

Results of Hypothesis Testing

● H1 (PEOU → PU): Perceived Ease 
of Use (PEOU) significantly influences Per-
ceived Usefulness (PU) for both students 
and teachers. The relationship is stronger for 
students (+0.14).

● H2 (PEOU → ATT): PEOU positively 
influences Attitudes (ATT) towards unsolicit-
ed AI use, with a slightly stronger relation-
ship for students (+0.02).

● H3 (PU → ATT): PU significantly im-
pacts ATT, with a stronger relationship ob-
served for teachers (+0.11).

● H4 (ATT → BI): ATT strongly predicts 
Behavioral Intention (BI), with a higher asso-
ciation for students (+0.06).

● H5 (BI → AU): BI strongly correlates 
with Actual Usage (AU) for both groups, but 
no significant difference is observed.

● H10 (BI → AU): Rejected, indicating 
no difference between groups in the relation-
ship between BI and AU.

These results underscore the differences in 
students’ and teachers’ behavioral and attitudinal 
dynamics, offering insights into how ease of use 
and perceived usefulness shape unsolicited AI 

tool adoption in multilingual classrooms.

Our analysis revealed significant relationships 
between linguistic factors and TAM constructs. 
Language proficiency emerged as a significant 
moderator of the relationship between PEOU 
and PU (β = 0.31, p < 0.01), with higher En-
glish proficiency strengthening this relationship 
among both students and teachers. This suggests 
that language competence plays a crucial role in 
translating ease of use perceptions into useful-
ness assessments in multilingual AI contexts.

Cultural background variables also demon-
strated significant effects. Participants from Ri-
yadh, characterized by higher technological ex-
posure, showed stronger ATT-BI relationships 
(β = 0.62) compared to participants from other 
regions (β = 0.47). Similarly, participants who 
reported frequent language-switching behavior 
in academic contexts demonstrated significantly 
higher PU scores (M = 4.21, SD = 0.54) com-
pared to those who typically worked in a single 
language (M = 3.76, SD = 0.68), t(319) = 4.87, 
p < 0.001.

Table 5 presents the interaction effects be-
tween language proficiency levels and TAM con-
structs, showing how the strength of relationships 
between constructs varies across different linguis-
tic backgrounds.

Dr. Wael Hamed Alharbi



السنة الثامنة، العدد 26، المجلد الثاني،  يونيو 2025  146147
السنة الثامنة، العدد 26، المجلد الثاني،  مارس 2025 

These findings highlight how linguistic com-
petence functions as both a motivator and enabler 
of AI adoption in multilingual classrooms. Par-
ticularly noteworthy is how language proficiency 
moderates the PEOU-PU relationship, suggest-
ing that language barriers may prevent users from 
fully recognizing the potential usefulness of AI 
tools even when they find them easy to operate.

Discussion:

The present research examines the factors 
that could lead to the unsolicited use of AI tools 
by higher education students and teachers. This 
is consistent with the frameworks provided by 
the Technology Acceptance Model (Davis, 1989; 
Venkatesh et al., 2003; Venkatesh and Bala, 
2012) and also with literature on AI adopters 
in Education (Luckin and Cukurova, 2019; Po-
rayska-Pomsta et al., 2023). The study presented 
here developed a model and undertook empirical 
work to explore mechanisms and consequences 
of unsolicited AI tool utilization.

The results corroborated the theorized linkag-
es and underscored the predictive capability of 
its constructs in determining the unsolicited use 
of AI tool hypotheses (Whisenhunt et al., 2022).

Out of the hypotheses, PEOU would have 
a significant H1 and H2 standalone value that 
would allow it to be a metric for predicting PU 
and ATT, determining that users are likely to 
view AI tools as applicable and tend to formulate 
a positive attitude towards them when the tools 
are easy to utilize (Yan, 2023). This is consistent 
with the earlier TAM works as it affirms the rele-
vance of simplicity and easy-to-comprehend de-
sign features for technology uptake (Tiwari et al., 
2024; Venkatesh and Bala, 2012).

The results supported H3, which determined 
the positive correlation between PU and ATT. 
This implies that participants’ beliefs about the 
usefulness of unsolicited AI tools significantly 
influence their attitudes toward their use. This 
positive correlation between PU and ATT is con-
sistent with findings from Wang (2024) and Van 
Dis et al. (2023).

The multilingual context of Saudi English 
classrooms created unique patterns of AI tool 
adoption that extend beyond conventional TAM 
frameworks. Our findings reveal that language 
proficiency acts as a critical moderator in tech-
nology acceptance, with implications for how we 
understand unsolicited AI use in diverse linguis-
tic settings. For example, the stronger relation-
ship between PEOU and PU among highly pro-
ficient English speakers suggests that language 
barriers may create a ‘linguistic ceiling effect’ 
where users with limited language skills can-
not fully leverage AI tools despite finding them 
technically accessible. This aligns with Cao et 
al.’s (2023) model, which positions language as 
a gateway competency for technology adoption. 
Furthermore, cultural factors specific to the Sau-
di educational context, such as attitudes toward 
authority and educational traditions, influenced 
how both teachers and students approached un-
solicited AI use. Teachers from more traditional 
educational backgrounds showed greater hesita-
tion toward AI adoption regardless of perceived 
usefulness, highlighting how cultural factors can 
override purely technological considerations in 
adoption decisions.

Teachers and students held subtly differ-
ent views toward AI tools in the context of this 
study. These differences are summarized below. 
However, the rejection of H10, which indicates 
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no significant difference in the transition from 
Behavioral Intention (BI) to Actual Usage (AU) 
between students and teachers, suggests the in-
fluence of external factors. These factors include 
institutional policies, the availability of AI re-
sources, and support structures, which impact 
both groups equally. This finding underscores the 
need for systemic interventions, such as develop-
ing institutional guidelines and promoting equita-
ble access, to bridge the gap between behavioral 
intentions and actual AI usage in multilingual 
classrooms.

Students self-reported significantly higher 
levels of actual use of AI in their coursework 
(82.7%) compared to teachers (52.6%), along 
with higher perceived usefulness (79.0% vs 
69.2%). This aligns with findings by Teo and 
Noyes (2012), suggesting that being digital na-
tives may provide students with an advantage 
in perceiving the practical benefits of AI tools 
(Smith and Peloghitis, 2020).

Teachers demonstrated higher percentages 
in Perceived Ease of Use (53.8% vs 31.7%) and 
Attitude (61.5% vs 36.2%), suggesting they may 
evaluate educational technologies more posi-
tively within their professional context (Zawac-
ki-Richter et al., 2019). This indicates teachers 
may focus more on how AI tools integrate into 
existing pedagogical practices rather than solely 
on utilitarian benefits, aligning with observations 
by Ertmer and Ottenbreit-Leftwich (2013), Naz-
aretsky et al. (2022), and Stolpe and Hallström 
(2024).

Figure 7 illustrates the differences between 
students and teachers in their perceptions and 
use of AI tools. This visualization highlights how 
digital natives (students) rely more on simplicity, 
while teachers prioritize functionality and institu-
tional considerations.

This figure emphasizes the disparity between 
students and teachers regarding perceptions and 
use of AI tools not requested promptly. Students 
are categorized as digital natives, which offers an 
advantage through greater reliance on simplici-
ty, whereas teachers prioritize functionality and 
have more regard for the institution.

Beyond differences between students and 
teachers, we examined how language proficiency 

moderates TAM relationships. Figure 7 illustrates 
these moderating effects, revealing that higher 
English proficiency strengthens the relationship 
between Perceived Ease of Use and Perceived 
Usefulness, suggesting that language skills en-
hance users’ ability to recognize AI tools’ poten-
tial benefits.
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While PEOU and PU remain vital determi-
nants, the findings highlight that ethical concerns 
and contextual factors such as institutional poli-
cies and data privacy may moderate these rela-
tionships (Al-Emran and Griffy-Brown, 2023). 
For example, BI or AU may not affect a system’s 
ease of use or usefulness due to potential data 
breach threats or algorithm discrimination. The 
rejection of H10 suggests that there is no signifi-
cant difference between students and teachers in 
the ability to transition from BI to AU, and this 
may imply that some external factors govern the 
phase equally for both groups. This aligns with 
Venkatesh et al. (2016), who argued that con-
textual and environmental factors significantly 
shape technology adoption behaviors. 

Conclusion:

This paper analyzes how unsolicited AI tool 
use is influenced by several factors by employ-
ing the Technology Acceptance Model (TAM). 
The results show that PEOU and PU are the most 
important determinants of users’ ATT and BI to-
wards unsolicited AI. For instance, the strong cor-
relation between Perceived Usefulness (PU) and 
Attitude (ATT) (+0.11 for teachers) underscores 
the need to design AI tools that align with ped-
agogical objectives, particularly for educators. 
Similarly, the higher influence of Perceived Ease 
of Use (PEOU) on PU among students (+0.14) 
highlights the importance of intuitive and us-
er-friendly AI interfaces to facilitate their adop-
tion. All these attributes combined lead to the 
AI’s Actual Usage (AU), which again validates 

the use of TAM in this case. Students demonstrate 
a stronger relationship between PEOU and PU, 
while teachers prioritize the relationship between 
PU and ATT. As individuals who have grown up 
with digital technology, students are more will-
ing to work with more natural interfaces and thus 
emphasize more on PU rather than PEOU. 

On the other hand, teachers were more con-
cerned about PU than PEOU, as such findings 
are not surprising given the prevailing beliefs 
of teachers worldwide. To address the afore-
mentioned user characteristics, developing a us-
er-centric strategy that helps ease such dissimi-
larities and concerns is vital. Current research 
demonstrates that ethical issues, such as data 
privacy and algorithmic biases, must be resolved 
if they impact the relationships among the TAM 
constructs. These contextual factors or ethical 
considerations demonstrate the non-linear rela-
tionship in unsolicited AI usage and showcase 
the importance of effective policies and guide-
lines for using AI within institutions. 

This study’s findings have particular rel-
evance for multilingual educational contexts, 
where language proficiency and cultural factors 
significantly influence technology adoption pat-
terns. Educational institutions in linguistically 
diverse settings should recognize that AI tool 
adoption is not merely a technological issue but 
a complex sociolinguistic phenomenon. Train-
ing programs should address not only technical 
competencies but also language-specific applica-
tions of AI tools, helping users overcome linguis-
tic barriers that might otherwise limit perceived 
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usefulness. Future research should explore lon-
gitudinal changes in adoption patterns as users’ 
language proficiencies evolve, potentially reveal-
ing how linguistic development and technology 
acceptance mutually reinforce each other in mul-
tilingual educational environments.

Based on our findings, we propose the fol-
lowing specific recommendations for key stake-
holders: 

(1) For educational institutions: Develop 
comprehensive AI policies that explicitly ac-
knowledge the Arabic-English bilingual context, 
including guidelines for appropriate AI use in 
language learning that distinguish between tool 
assistance and language acquisition; establish as-
sessment criteria that account for AI assistance 
while maintaining academic integrity. 

(2) For teachers: Implement pedagogical ap-
proaches that incorporate AI as a scaffolding tool 
rather than a substitute for language learning, 
with particular focus on designing assignments 
that leverage AI to help bridge the gap between 
Arabic and English language proficiency; pro-
vide explicit instruction on ethical AI use tailored 
to multilingual contexts. 

(3) For AI developers: Design lan-
guage-learning AI tools with features specifically 
supporting Arabic-English bilingual learners, in-
cluding interfaces that recognize language trans-
fer patterns common in Saudi learners; develop 
detection tools sensitive to the unique linguistic 
characteristics of Arabic speakers learning En-
glish. 

(4) For researchers: Investigate longitudi-
nal effects of AI use on language acquisition in 
multilingual environments, with emphasis on 
how different AI implementation strategies affect 
long-term language proficiency development in 
contexts where English is taught alongside Ara-
bic as the dominant language.

With practical insights, this research suggests 
actionable steps for policymakers, educators, and 
AI developers, thereby contributing to the broad-
er discussion on AI adoption in education. Future 
work should improve AI tools’ design and rele-
vance in decreasing negative attitudes and moral 
concerns to ensure the optimal use of AI tools in 
education. While these findings provide valuable 
insights into multilingual classrooms in Saudi 
Arabia, future studies could employ longitudi-

nal designs to investigate the evolving impact of 
unsolicited AI use on language acquisition over 
time. Mixed-methods approaches could provide 
deeper insights into the interplay of behavioral, 
ethical, and pedagogical factors. Future research 
should also explore how advancements in AI 
tools, such as updated versions of ChatGPT, in-
fluence the adoption and educational outcomes in 
multilingual classrooms.

This study recognizes and discusses potential 
limitations, including using self-reported data 
prone to social desirability bias. Even though the 
sample is sizeable, it is homogenous, limiting its 
scope. To overcome these limitations, more di-
verse and more considerable samples and qual-
itative strategies are recommended for future 
work.
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